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Phase diagrams of biological macromolecules are governed by an
appropriate combination of interaction potentials in solution.
Repulsive regimes favor solubility, whereas the presence of
attractive potentials may induce a variety of phase transitions,
including the desired macromolecular crystallization. The forces at
work may be analyzed with a combination of small angle X-ray
scattering and of numerical treatments. From the results obtained
with a variety of model systems, the respective advantages and
drawbacks of using monovalent salts or PEGs as crystallizing agents
are discussed.
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1. Introduction 

It is common practice in the colloid field to calculate phase diagrams
from the interaction potentials in solution, and it is well known that
the shapes of the phase diagrams, the presence of stable or
metastable phase separations or phase transitions are determined by
the ratio of the attraction range and of the macromolecular diameter
(e.g. Hansen & McDonald, 1986, Vliegenthart & Lekkerkerker,
2000). Following the track, biological macromolecules were
thoroughly investigated by many groups. The good news are that
there is a logic behind biomacromolecular crystallization, i.e.
increasing or decreasing solubility is in general equivalent to
increase or decrease repulsive interactions and crystallization
occurs in attractive regimes or close to(George & Wilson 1994,
Muschol & Rosenberger 1995, Ducruixet al., 1996, Velevet al.,
1998, Hitscherichet al., 2000, Yauet al., 2000, Vivarès & Bonneté
2002). Our contribution was to develop a combination of small angle
X-ray scattering (SAXS) and of numerical simulations to analyze the
forces at work in biomacromolecular solutions (Vérétoutet al.,
1989, Tardieuet al., 1999). Ideally, the phase diagrams would then
be calculated from the interactions and therefore the conditions to
choose to have a chance to get crystals (e.g. Haaset al., 1999). The
question that we address in this paper is, what do we know now and
what is missing ?

2. Materials and methods 
 
2.1. SAXS and virial coefficients

SAXS can be used to measure virial coefficients and is the best
technique to provide us with the interaction potentials. To make a
long story short (Vérétoutet al., 1989; Tardieuet al., 1999) the X-
ray scattering curves, I(c,s), where s is the scattering vector (s =
2sinθ/λ) and c, (g/cm3), the macromolecular concentration, obtained

with monodisperse solutions of globular macromolecules, may be
written as the product of the form factor, I(0,s), (scattered intensity
of one particle), by the structure factor, S(c,s), which depends upon
the particle distribution:

I(c,s) = I(0,s) . S(c,s) [1]

The form factor (recorded at low concentration) gives information
on the shape and the oligomeric state of the particles. Guinier plots
i.e. plots of Log I(c,s) as a function of s2, allow us to extrapolate the
curves to the origin and therefore to determine I(0,0) and S(c,0) asa
function of c. The variation of the structure factor as a function of
the particle concentration readily indicates the type of interactions,
repulsive and attractive, present in solution. With repulsive
interactions, the particles are evenly distributed and S(c,0) is lower
than 1. With attractive interactions, fluctuations in the particle
distribution are observed and S(c,0) is larger than 1 (note, however,
that the extrapolation is only possible with attractive interactions or
weak repulsive ones (Bonnetéet al., 1997)).

The second virial coefficients, A2 (mol ml g-2), can then be
determined from concentration series according to (Bonnetéet al.,
1999):

1/S(c,0) = 1 + 2 MA2c [2]

The second virial coefficient is itself defined from the osmotic
pressure,Π, of the macromolecular solution:

Π/cRT = 1/M + A2c + A2c
2 +... [3]

where T is the absolute temperature, R the gas constant, 8.31 J mol-1

K-1.

2.2. SAXS, numerical simulations and potential shapes 
 
Interaction potentials usually have repulsive and attractive
components. In the numerical simulations (Belloni, 1988), the total
potential is considered as made of two components, one repulsive
and one attractive (each one being the sum of all the repulsive/
attractive parts respectively). Each component takes the
mathematical form of a Yukawa potential, described by three
parameters, hard sphere diameter,σ, depth (strength), J, and range,
d, according to:

u(r) /kBT = J (σ/r) exp[-(r-σ)/d] [4]

The structure factors are calculated using statistical mechanical
models based on the Ornstein-Zernicke and HNC integral equations
(Belloni, 1988). S(c,s) is related to the pair distribution function g(r)
by Fourier transformation:

S(c,s) = 1 +ρÿ 4π2(g(r)-1)(sin2πrs/2πrs)dr [5]

where ρ = cNa/M is the number density of particles and M the
macromolecular molecular weight (Da).

Therefore, when series of experiments are performed asa
function of the crystallizing parameters and as a function of protein
concentration, the comparison of experimental structure factors and
of calculated ones allows us to determine the best fit parameters of
both the repulsive and the attractive components of the interaction
potential as described in Tardieuet al., 1999. With all the systems
studied so far, such a combination of repulsion and attraction was
found sufficient toaccount for the experimental data. The physical
meaning, however, of the interactions experimentally observed may
sometimes be difficult to assess.

The second virial coefficient is related to the macromolecular
interaction potential, u(r), through:

A2 = 2π Na/M2 ÿ (1-exp(-u(r)/kBT))r2 dr [6]
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where Na is the Avogadro’s number and kB the Boltzman constant.
Therefore, A2 is positive with repulsive interactions and negative
with attractive ones. Note that Bonneté & Vivarès, 2002, propose to
use a normalized value of A2.

3. Results 

3.1. The DLVO potential as a starting point 

Crystallization of biological macromolecules is usually discussed in
reference to the position of a “solubility curve” in a phase diagram.
A classical phase diagram is given in figure 1a. Below the curve, the
macromolecules are soluble in an undersaturated solution. Above,
crystal growth may take place. Our interest was to analyze the
interactions behind.

Experiments performed on a variety of systems have now shown
that the DLVO (from Derjaguin, Landau, Verwey, Overbeek)
potential model is usually a good model at low ionic strength (i.e. <
0.2 M ionic strength) for soluble proteins (Verwey & Overbeek
1948), which means that, experimentally, the macromolecules
behave as a function of pH and ionic strength as expected with such
a potential. The model includes hard sphere, van der Waals and
coulombic interactions. Hard sphere interactions mean that two
particles cannot interpenetrate, the interaction energy is infinite on
contact and zero elsewhere. With small compact proteins, the van
der Waals forces were shown to be equivalent to a short range, about
3Å, attractive Yukawa potential of 2-3 kBT (Malfois et al., 1996,
Tardieuet al., 1999). With proteins in aqueous solvents, electrostatic
interactions are always present. In the DLVO model, only direct
coulombic interactions are considered.

With monodisperse solutions of identical particles, the average
charge is the same whatever the particle and the coulombic
interactions, which vary with pH, are repulsive, except at the pI
where they cancel. Therefore, except possibly at pI, the van der
Waals forces are weaker than the coulombic interactions, which
means thatthe forces at work, well described by the DLVO potential,
will be usually unable to provide the attraction necessary for
macromolecular crystallization.Fortunately, we have at hand two
main types of crystallizing agents that can render the interactions
more attractive: salt and PEG.

3.2. Salt-induced crystallization: the Hofmeister effect  

Salt is known for a long time to act as a crystallizing agent (Arakawa
& Timasheff 1985). A number of phase diagrams have been
measured, e.g. by the group of Ducruix. They showed that the
solubility varies with the type of monovalent salt, following the
direct/reverse order of the Hofmeister series (Hofmeister 1888)
according to whether the particles are studied at a pH higher/lower
than the pI, respectively (Riès-Kautt & Ducruix 1989, Carbonnauxet
al., 1995).

The effect of monovalent salts on the proteininteractions in
solution has now been analyzed (Muschol & Rosenberger 1995,
Tardieuet al., 1999). Whatever the particle size, monovalent anions
were observed, at medium ionic strength (> 0.2 M), not only to
screen the charges, but to induce an additional attraction, specific of
the salt type. The attraction is short range, about 3Å, and increases
with decreasing temperature (Tardieuet al., 1999, Bonnetéet al.,
1999) as illustrated in figure 1b-c. The attraction also follows the
direct (or reverse) order of the Hofmeister series according to
whether the particles are studied at a pH higher (or lower) than the
pI.. Monovalent cations do not display such a strong differential
effect on the protein interactions. At higher ionic strength, however,
a variety of effects may be observed, phase separation, precipitation,
or even a return to less attractive conditions, that are not yet fully
understood (Boyeret al., 1999, Petsev & Vekilov 2000, Costenaroet

al., 2001). Moreover the case of divalent and trivalent ions (either
anions or cations) requires further investigation.

The Hofmeister effect is sufficient to induce an attractive regime
and crystallization with small compact proteins (and is probably at
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Figure 1
Schematic representation of phase diagrams and potentials. a) Classical
representation of the solubility curve. In such a diagram, the underlying
protein-protein attraction increases with the concentration of the crystallizing
parameter. b) Typical phase diagram observed when the attraction is short
range (~3Å) and c) shape of the corresponding potential in the case of
lysozyme for a constant value of A2 (Bonneté et al., 1999). Note the
attraction at contact and the repulsion at longer distances. With colloids, the
opposite is observed (so-called Lennard-Jones potential).
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the origin of the efficiency of ammonium sulfate to crystallize
proteins). Typical phase diagrams which correspond to
crystallization driven either by the van der Waals attraction or by the
Hofmeister effect, i.e. in both cases by short range (about 3 Å),
sensitive to temperature attractions, are schematically represented in
figure 1b as a function of temperature for a given value of the
crystallizing agent. The typical feature of such phase diagrams is that
a fluid-fluid phase separation is observed in addition to
crystallization, which is metastable with respect to the crystal. The
shape of the fluid-fluid phase separation curve is quite well
described from the short range attractive potential (Lomakinet al.,
1996, Malfoiset al., 1996) whereas the position and shape of the
solubility curve can be derived from the second virial coefficient
(Haaset al., 1999).

Two major problems limit, however, our ability to predict salt
induced crystallization. The first one is thatno simple theory has
been able so far to account for the Hofmeister effect. As a
consequence, we do not know how to calculate/estimate, the

Figure 2
Illustration of the Hofmeister effect. a) The addition of monovalent salt in
solutions of small proteins, here the addition of 0.5M salt to 20 kDa gamma-
D crystallin solutions, induces an attractive regime : the intensity near the
origin is higher than that of the form factor. b) With 800 kDa alpha-
crystallins, such a regime is not obtained even at 1M salt. In both cases, a
differential effect of anions is observed.

importance of the Hofmeister effect from the solution composition.
The second one is that, with increasing molecular weight, the

Hofmeister effect (the salt-induces attraction) is not sufficient to
induce crystallization, asillustrated in figure 2. Here again, the
reason why remains unexplained. Fortunately, in such cases
polymers like polyethylene glycol (PEG) can do the job as described
below.
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Figure 3
The PEG induced depletion attraction. a) Schematic representation ofa

PEG-protein mixture, and of the origin of the depletion attraction. b) The
attraction induced by the addition of PEGs of various sizes in 128 kDa urate
oxidase solutions is sufficient to provide us with negative second virial
coefficients (Vivarès & Bonneté, 2002).
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3.3. PEG induced crystallization: the depletion attraction 

The addition of neutral non-interacting polymers to colloidal
s o l u t i o n s i s k n o wn t o i n d u c e a d e p l e t io n at t rac t io n
(Asakura & Oosawa 1954, Lekkerkerkeret al., 1992). Similar
observations have now been made for protein-PEG mixtures.
Because of PEG size and structure, the PEG centers of mass are
excluded from the vicinity of the proteins, creating a « depletion
zone » as shown in figure 3a.When two neighboring particles get
sufficiently close to each other so that their depletion zones overlap,
an extra volume is recovered for the polymer thus increasing entropy
and lowering the free energy. The phenomenon is therefore
equivalent to an effective attraction between the proteins as can be
seen on figure 3b (Mahadevanet al., 1990, Budayovaet al., 1999,
Hitscherichet al., 2000, Kulkarniet al., 2000, Bonnetéet al., 2001,
Finet & Tardieu 2001, Vivarès & Bonneté 2002).Only a few PEG-
macromolecules phase diagrams have been determined so far, from
which the schematic diagram in figure 4a has been established
(Odaharaet al., 1994; Gaucheret al.,1997; Casselynet al., 2001).
Yet, for a suitable choice of PEG and protein sizes, crystallization is
most of the time obtained as shown by the increasing number of
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Figure 4
Schematic phase diagram and depletion potential induced by PEG. a)
Schematic representation of a typical PEG-protein phase diagram. b)
Attractive depletion potentials induced by PEG in urate oxidase solutions
(Vivarèset al. submitted).

PEG grown crystals reported in the literature. As shown in the figure
the solubility curve and the solidus curve again delineate the region
in between where crystallization can be obtained. As illustrated
onfigure 4a a phase separation is usually obtained at sufficiently
highPEG and protein concentrations. The phase separation is
between one phase enriched in polymer at concentration ca, and the
other in protein at concentration cb. A variety of microstructures
have been observed for the latter: fluid, microcrystals or amorphous
precipitates (Finet & Tardieu 2001, Casselynet al., 2001).

The study of the interactions showed that, whatever the protein
size and charge, the addition of a sufficient amount of PEG of
various molecular weights, let say between 0.4 kD and 20kD,
induces an attractive regime as illustrated in figure 3b. Eventually,
with still increasing attractions, phase separations occur. The effect
is mostly independent of temperature. The addition of both PEG and
salt do not usually result in the simple addition of the effects of each
component taken separately and requires further investigation. The
numerical simulation of the depletion attraction induced by PEG is
in progress (figure 4b). A major difference with the salt induced
attraction is that the depth and range of the attraction may be varied
almost at will, simply by changing the polymer size and
concentration.

As far as prediction of phase diagrams from interaction forces is
concerned, the situation with PEG is at present less advanced than
with salt, but much more promising (the point is discussed in
Vivarès et al., 2002). The first results indicate that, as for colloids,
the phase diagram is essentially a function of the ratio of the radii of
gyration of PEG and macromolecule. Since the physics behind is
quite well understood, it can be anticipated that we shall be able
soon to calculate the size and concentration of PEG to be added ina
system to reach the desired attraction and that time and sample
consuming experiments will be replaced by much simpler
measurements or calculations. Moreover, in practice, the
crystallization zone is just below the phase separation zone. The
success of PEG to crystallize macromolecules is therefore easily
rationalized in terms of depletion attraction.

Since the next challenge in the area probably lies in the
understanding of the nucleation process, time-resolved SAXS
experiments were undertaken at ESRF to follow the kinetics of PEG-
induced phase transitions. Two transitions were investigated, the
fluid-fluid phase separation in alpha-crystallin solutions (Finetet al.,
in preparation) and the formation of microcrystals in brome mosaic
virus (BMV) solutions, a first account of which is given in this
volume (Casselynet al., 2002). One may anticipated that diffracting
microcrystals are already visible after 10 seconds.

4. Conclusion

The whole of the results obtained indicates that:
- proteins and colloids behave in a similar way;
- the relationship between attractive interactions and

crystallization holds whatever the origin of the attraction;
- two types of additives play a central role, salt and PEG; ona

theoretical standpoint, the origin of the salt induced attraction is far
from clear whereas the PEG-induced depletion attraction is better
and better understood.

Moreover, on a practical standpoint, the validity of general rules
for biomacromolecular crystallization implies :

- the possibility to rationalize and limit the number of trials fora
first screening of crystallization conditions;

- the validity of using the second virial coefficient as a tool to
look for crystallization conditions;

- the use of a limited number of crystallizing agents.
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